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WebWatching the UK:

Robot Software for Analysing UK Web Resources

Ian Peacock, UKOLN.

Summary

Robots are the sworn enemy of those defending bandwidth, but much of the bad press surrounding automated Web agents is shadowing the reason for their existence and their necessary role in today’s Web. This presentation introduces WebWatch, a robot-based project for analysing Web resources. It also covers general robot issues, the aim being to generate awareness of current robot activities and uses.

Introduction

The World Wide Web is a large and complex collection of heterogeneous objects and is undergoing exponential growth [3].  Individual users of the Web no longer have the capacity to perform activities that require exploitation of scale or structure.

Robot presence on the Web has grown in parallel to the Web itself to effect tasks derived from our requirements of this information space.

WebWatch is a one-year project funded by the British Library Research and Innovation Centre (BLRIC). The main aim of WebWatch is to develop and use robot software to analyze the use of web technologies within various UK communities and to report on the findings. Other aims of the project include:

· Evaluation of robot technologies and making recommendations on appropriate technologies

· Working within UK Web communities

· Analysis of the results of Web crawling, and leasing with the relevant communities in interpreting the results

· Working with the Web robot community

· Analysing other related resources, such as server log files.

The project is looking at the use of technologies on the Web rather than collecting and indexing information from Web space.

For further information on the project, see <URL:http://www.ukoln.ac.uk/web-focus/webwatch/>.

The WebWatch robot

We have experimented with various options in connection with our interpretation of the project requirements. Initially the Harvest gatherer was used, but was successively modified until very little of the original software was left. Eventually we decided to implement a new robot in Perl5, optimised for our requirements. No existing robot seemed to be able to produce a record for a URI containing all HTTP headers, HTML elements and their attribute-values as well as various robot navigational information.

The robot identifies itself as “WebWatcher/Vxx”, and is currently on Version 3. Note that an unconnected commercial agent identifies itself as “WebWatch”. 

WebWatch analyses

The result of undertaking to crawl some community is a comprehensive report, the technicality of which will depend on the preference of the community.

 All reports and articles to date are linked from the WebWatch Web pages (see above).

We analyse SOIF records, output from a summarizer plugged-in to the robot. After crawling is finished, this is converted into CSV and analysed in packages such as Excel and SPSS.

A typical SOIF record output by webwatcher is shown below.

@FILE { http://www.foo.ac.uk/foo/

Type{4}:        HTML

Type-recognition by{4}: MIME

Status{7}:      success

Linked from{23}:        http://www.foo.ac.uk/

Context{4}:     Link

Element-referrer{5}:    A

Depth{1}:       1

MD5{32}:        d41d8cd98f00b204e9800998ecf8427e

Time{24}:      Thu Jan 29 10:44:23 1998

File-Size{4}:   1853

Date{30}:       Thu, 29 Jan 1998 10:45:44 GMT

Server{13}:     Apache/1.2b8

Last-Modified{30}:      Mon, 15 Dec 1997 12:01:05 GMT

ETag{21}:       "790d4-73d-34951c01"

Content-Length{5}:      1853

Accept-Ranges{6}:       bytes

Connection{6}:  close

Content-Type{10}:       text/html

total-count{2}: 39

different-tags{2}:      13

a-count{2}:     13

em-count{1}:    1

title-count{1}: 1

head-count{1}:  1

br-count{1}:    6

html-count{1}:  1

pre-count{1}:   2

blockquote-count{1}:    2

h1-count{1}:    2

hr-count{1}:    5

h2-count{1}:    3

img-count{1}:   1

body-count{1}:  1

hr-12-attrib{22}:       width=50%|align=CENTER

a-20-attrib{31}:        href=../stuff.html

img-5-attrib{54}:       src=../../gifs/weetri.gif|alt=A picture|align=RIGHT

hr-21-attrib{22}:       width=50%|align=CENTER

body-4-attrib{15}:      bgcolor=#FFFFFF

}

The next stage of development will be to convert the SOIF records and insert them into a relational database; this should facilitate producing analyses. We also hope to produce a Web front end; a Java applet will take a user specified SQL query and obtain the results (via JDBC). The idea is inspired by a paper from the International Journal on Digital Libraries [7]. 

General robot issues

Definition

The word ‘robot’ is derived from the Czech ‘robota’ meaning ‘work’. Robots tend to carry out work that is repetitive or, because of sheer scale, not possible as an individual undertaking. Autonomous agents have always had a role to play on the Internet, from UNIX daemons to IRC bots, task bots and News bots.

Here we are discussing simple automated Web agents. These traverse the Web, recursively following all links and performing some action such as indexing on resources of appropriate types. The current generation of Web crawlers is not particularly intelligent.

The need for robots

At current rates of expansion [3], the Web is in danger of becoming too complicated for us to use effectively. There is the worry that what is becoming a large and complex dynamic structure will inevitably lead to navigational difficulties and the problem of information overload.

The Web is a unique vastly distributed hypermedia. Arguably, such a structure needs to be analysed to provide insight into its nature and to monitor its development. The results of these analyses can aid solution of the unique problems associated with the Web. For example, the development of HTTP-NG [10] was borne out of the realization that current implementations of HTTP are inefficient in  dealing with what are seen as increasingly common patterns in Web transactions. 

Web space is highly modular [1] and links together to form part of a much larger entity. Each module has the potential to be dynamic which is carried through in a self-similar manner to all scales of Web space. Given this dynamical nature, there is a strong argument for maintenance at all levels in order to maintain ease of navigability. In addition, monitoring its change and growth may help us predict future trends and development.

These days, casual browsing from page to page is not the most efficient way to collect a specific set of information []. Imposing a user-oriented structure onto what might be seen as chaos, we can distinguish document space and index space, associated with local and global navigation respectively [2]. Effective entry points into document space obviously require a rich and well-constructed index space. The production of good index space must, then, include mechanisms for resource discovery and cataloging.

In order to form a good user-oriented document space, we need to consider the ideas of mirroring and archiving.

Benefits

Robots offer an effective solution to obtaining a user view of remote Web space. Simulating a human user, they have the advantage of being able to repetitively cover large subspaces of Web and keep accurate logs and summaries. Additionally, they can be run for long periods or at regular periods without fatiguing and can monitor changes that may not be apparent to humans. It is likely that the next generation of smart Web robots will be able to collaborate, hopefully resulting in more distributed crawling and intelligent information flow [4]. 

These properties would seem to present robots as a feasible means to obtaining solutions to the needs above.

The WebWatch project is about analysis of Web space. In our case, we benefit:

· The communities which are trawled, by providing them with comments on design issues and encountered errors particular to their community. This in turn should benefit users of the resource, e.g. by improving accessibility.

· Web managers and designers by making general recommendations 

· Other relevant communities through our function as a knowledge base 

More generally, benefits of robots can include:

· User satisfaction from search directed access to resources and easier browsability via maintenance and advancements of the Web  resulting from analyses

· Reduced network traffic in document space resulting from search-directed access (in view of typical exploratory browsing patterns) 

· Effecting archiving and mirroring; filling caches

· Monitoring and informing users of changes to relevant areas of Web space

· ‘Schooling’ network traffic into localised neighborhoods, through having effected mirroring, archiving or caching.

Network performance

Robots have a bad press when it comes to bandwidth, although the functions of some well-written and ethical robots and ultimately to conserve bandwidth, as indicated above. 

There are however points to consider, since robots can span a lot of Web space, requesting bandwidth-consuming objects over relatively short periods. From personal experience, the traffic resulting from a steady stream of robot requests (even with delays) tends to be greater than a casual browsing user. One reason is that the average time between requests from a user that is undertaking exploratory browsing tends to be higher than most robot delay factors.

Bottlenecks can arise locally through bandwidth consumption. This may occur if the robot is in frequent or permanent use, or if it is used during peak times. The problem is exacerbated if the frequency of requests for objects is unregulated.

Low bandwidth links and robots tend not to mix well. Even with reasonable bandwidth, a badly written robot can adversely effect network performance, causing problems for local users and rippling effects to wider neighborhoods.

‘Personal agents’, which scour the net in accordance with user-specified search requirements, and related technologies such as WebCasting have recently emerged.  These are worrying developments since they add potentially unnecessary/unwanted bulk to network traffic (not necessarily restricted to http).

We are seeing a decentralization of the direct use of robots to the user base. From the user point of view, this has advantages. However, as Koster points out [5] there are issues to consider. If every user regularly uses a robot, Web traffic could soar.

Server side concerns

It has been shown that ‘Rapid fire’ requests can be very resource-consuming for a server under current HTTP implementations [8][9]. Here again, an unregulated robot can cause problems. Suitable delays between requests and an ethical traversal algorithm can help resolve this.

The skewing of server logs is another issue that causes concern. A robot that indexes an entire site is obviously going to distort logs, though at least this is noticeable. Worse, a robot disguised as a browser can fill logs with false browsing patterns. Generally, reasonably sized Web sites will be visited by a number of robots, so these problems are magnified. An analysis of our own Web logs indicates that for some services, significant proportions of hits are recognised as robot generated. Some hits are unaccountable because the agent fails to identify itself.

Ethical Web crawling

All ethical robot users should balance the advantages gained against disadvantages that arise from the use of a Web crawler.

There are some accepted general guidelines for producing an ethical crawler, [1][6]. These are designed to minimize problems for users, servers and networks. They include-

· Reuse of existing robots

· Appropriate identification 

· Thorough testing, locally

· Speed and frequency limits on requests to servers

· Selective retrieval (only look are required resources)

· Monitoring its performance

· Sharing the results.

It is also considered ethical to use a robot that will parse and obey robot exclusion protocols (REP). Robot exclusion refers to methods that can be implemented on the server side to inform visiting robots about areas that should explicitly be indexed and areas that should not. 

There are advantages for both sides. The server can hide material not suitable for indexing or completely block a certain robot from the site whereas the robot is saved from traversing directories of irrelevant material (e.g. icons or binaries) or from stumbling into black holes.

Currently two methods of robot exclusion are in use [12]. The scope of the first method is server-wide  which implements a set of directives in a top level /robots.txt. For each UserAgent (or * for all) the directives ALLOW and DISALLOW may be followed by a directory path. The second, more recent method is implemented with HTML <meta> elements. Its scope is the current document and all documents linked-to from the current document.

Pages of HTML can indicate separately whether the page should be indexed or parsed for further links to follow. Although the meta tag method distinguishes between indexing and following, via (NO)INDEX and (NO)FOLLOW it can only be used within HTML documents and the document still has to be parsed, resulting in a hit.  On the other hand, it is possible to differentiate between indexing and following and the method is available to general users not only those who have access to /robots.txt.

Robot Design

The first Web robots that appeared apparently did not provide a great deal of information, outputting numbers reflecting objects encountered and so on. Since then Web crawlers have become more complicated, but there are not yet large numbers of particularly intelligent robots surfing the Web. It is possible to write a simple robot in relatively few lines (with the correct libraries), however a number of issues need to be borne in mind to make an ethical and useful robot [6].

The robot used in conjunction with the WebWatch project is written in Perl5 and is builds directly from the Socket level. It uses URI::URL from the LWP library for dealing with URLs.  The code will eventually be freely available. Robots have been written in many different languages to suit different needs [13].

The guidelines on ethics should be implemented as far as possible. The aim, as I see it, is it minimize potential problems for users, servers and networks. This can mean bearing in mind seemingly small but important pieces of information, such as those below.

The most basic element of a robot is its surfing technique. This is the method used to implement and traverse a URL tree; breadth first is ethically better when some depth of the tree may contain multiple servers. 

Various support should be build in to avoid the robot stumbling. This can mean patterns that may indicate a black hole (infinite depth) or things like incorrectly implementing redirects. I think it is wise to generate log files of status and error events as well as summary information.

The server also needs to be considered.  Suitable restraints on requests, including avoidance of multiple requests of the same object (by building-in DNS lookups or using a proxy-cache that does this) should be in place. Multiple requests over different crawling sessions are not always necessary, by using a proxy-cache or by checking HTTP header caching directives, the document can be requested only when it is likely to have changed (via the Expires response header) or when it has changed (via If-Modified-Since or Etags). 

Giving each summarised object a signature based on its content (such as an MD5) may be useful in recognising holes or repeats. The good thing about Web robots is that the longer they take to evaluate each URL the more ethical they are!

Finally, there are optimisations for the task of the robot. For example, if it is a simply looking for broken links, HEAD requests can often replace GETs.

The future

Though reports of robots eventually forming part of the IP stack are perhaps a little fanciful, there is support for the notion that automated Web agents will become essential tools as the Web continues to grow. Some speculate that they will facilitate an abstraction of the internet to have a more user-oriented interface [].

Many things can be done at present to aid resource discovery and indexing. Supporting object-embedded metadata (such as Dublin Core[11]) will result in more effective indexing of Web-based resources and adoption of standards such as XML [14] will allow greater versatility in specifying  and structuring metadata. Most robots assume no structure is attached to HTML[]; XML should improve the proportion of meaningful data extracted by robots for indexing.

Features of robots should continue to grow based upon the lessons learned from the current Web Crawlers. More interestingly we will see the next generation of robots emerge. The changing face of the Web is giving rise to intelligent agents, introducing new ideas such as intelligent filtering, intelligent discovery and agent interaction [4]. In search terms this will allow optimisation of results though context or concept type queries. The coupling of AI and the Web looks set to produce an interesting outcome. 
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