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Quality Assurance Handbook:
Part 5: Quality Assurance For Metadata
This handbook provides advice and support for projects funded by JISC’s digital library programmes. The handbook provides advice for projects in their choice of standards, best practices and implementation architectures. The handbook provides a quality assurance methodology which will help to ensure that projects funded by JISC’s digital library programmes are interoperable and widely accessible.

This handbook addresses the issue of metadata. 
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1
Introduction

Background

Welcome to QA Focus’s “Quality Assurance For Metadata” Handbook. This handbook has been published by the JISC-funded QA Focus project. The handbook provides advice on compliance with the standards and best practices in the area of metadata.

About QA Focus

QA Focus has funded by the JISC to help develop quality assurance methodology which projects funded by JISC’s digital library programmes should seek to implement in order to ensure that project deliverables comply with appropriate standards and best practices which. This will help to ensure that project deliverables and widely accessible and interoperable and to facilitate the deployment of deliverables into a service environment.

The approach taken by QA Focus has been developmental: rather than seeking to impose requirements on projects, which are being undertaken by many institutions across the country, with differing backgrounds and levels of funding and resources, we have sought to raise an awareness of JISC’s commitment to use of open standards, to describe various technical frameworks which can help in deploying open standards and to outline ways of ensuring that selected standards and used in a compliance fashion. 

We do, however, recognise the difficulties which projects may experience in implementing open standards (such as, for example, the immaturity of standards or the poor support for standards by tool vendors; the resource implications in implementing some of the standards; etc.). We have sought to address such concerns by developing a matrix framework to assist in the selection of standards which are appropriate for use by standards, in the light of available funding, available expertise, maturity of standard, etc.

We hope that the wide range of advice provided in this handbook will be valuable to projects. However the most important aspect of this handbook is the quality assurance QA) methodology which is outlined in the handbook. The QA methodology has been developed with an awareness of the constraints faced by projects. We have sought to develop a light-weight QA methodology which can be easily implemented and which should provide immediate benefits to projects during the development of their deliverables as well as ensuring interoperability and ease of deployment into service which will help to ensure the maximum effectiveness of JISC’s overall digital library development work.

Scope Of QA Focus

QA Focus seeks to ensure technical interoperability and maximum accessibility of project deliverables. QA Focus therefore has a focus on the technical aspects of project’s work. 

Our remit covers the following technical aspects:

Digitisation: The digitisation of resources, including text, image, moving image and sound resources.

Access: Access to resources, with particular references to access using the Web. 

Metadata: The use of metadata, such as resource discovery metadata.

Software development: The development and deployment of software applications.

Service deployment: Deployment of project deliverables into a service environment.

In addition to these core technical areas we also address:

Standards: The selection and deployment of standards for use by projects.

Quality assurance: The development of quality assurance procedures by projects.

QA Focus’s was originally funded to support JISC’s 5/99 programme. However during 2003 our remit was extended to support JISC’s FAIR and X4L in addition to 5/99.

The QA Focus Team

QA Focus began its work on 1 January 2002. Initially the service was provided by UKOLN and ILRT, University of Bristol. However, following ILRT’s decision to re-focus on their core activities they left QA Focus and were replaced by the AHDS on 1 January 2003.

This handbook has been developed by the current QA Focus team members: Brian Kelly, UKOLN (QA Focus project leader), Amanda Closier (QA Focus officer), Marieke Guy, UKOLN (former QA Focus officer), Hamish James, AHDS (QA Focus project leader at AHDS) and Gareth Knight (QA Focus officer).
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About This Handbook

This handbook provides advice on best practices for use of metadata.

The handbook forms part of a series of Quality Assurance handbooks, which cover the areas which have been addressed by QA Focus work:

Part 1: About Quality assurance: The development of quality assurance procedures by projects.

Part 2: Quality Assurance For Standards: The selection and deployment of standards for use by projects.

Part 3: Quality Assurance For Digitisation: The digitisation of resources, including text, image, moving image and sound resources.

Part 4: Quality Assurance For Web/Access: Access to resources, especially access using the Web. 

Part 5: Quality Assurance For Metadata: The use of metadata, such as resource discovery metadata.

Part 6: Quality Assurance For Software: Development and deployment of software applications.

Part 7: Quality Assurance For Service Deployment: Deployment of project deliverables into a service environment.

Part 8: Quality Assurance For Other Areas: Quality assurance in areas not covered elsewhere.

The handbook consists of three main sections:

Briefing Documents: Brief, focussed advice on best practices.

Case studies: Descriptions of the approaches taken by projects to the deployment of best practices.

Toolkit: Self-assessment checklists which can help ensure that projects have addressed the key areas.

3
Briefing Papers On Metadata

Background

This section addresses the area of metadata.

Briefing Documents

The following briefing documents which address the area of metadata have been produced:

· An Introduction To Metadata (briefing-41)

· Metadata Deployment (briefing-42)

· Quality Assurance For Metadata (briefing 43)

· Choosing A Metadata Standard (briefing-63)

· Metadata And Subject Searching (briefing-64)

· IMS Question And Test Interoperability (briefing-36)

· Metadata Harvesting (briefing 44)

· Quality Assurance in the Construction of a TEI Header (briefing 69)

An Introduction To Metadata

About This Document

This briefing document gives an executive overview of the role of metadata.

Citation Details

An Introduction To Metadata, QA Focus, UKOLN, 
<http://www.ukoln.ac.uk/qa-focus/documents/briefings/briefing-41/>

Keywords: metadata, briefing

What is Metadata?

Metadata is often described as “data about data”. The concept of metadata is not new – a Library catalogue contains metadata about the books held in the Library. What is new is the potential that metadata provides in developing rich digital library services.

The term metadata has come to mean structured information that is used by automated processes. This is probably the most useful way to think about metadata [1].

The Classic Metadata Example

The classic example of metadata is the library catalogue. A catalogue record normally contains information about a book (title, format, ISBN, author, etc.). Such information is stored in a structured, standardised form, often using an international standard known as MARC. Use of this international standard allows catalogue records to be shared across organisations.

Why is Metadata So Important?

Although metadata is nothing new, the importance of metadata has grown with the development of the World Wide Web. As is well-known the Web seeks to provide universal access to distributed resources. In order to develop richly functional Web applications which can exploit the Web’s global information environment it is becoming increasingly necessary to make use of metadata which describes the resources in some formal standardised manner.

Metadata Standards

In order to allow metadata to be processed in a consistent manner by computer software it is necessary for metadata to be described in a standard way. There are many metadata standards available. However in the Web environment the best known standard is the Dublin Core standard which provides an agreed set of core metadata elements for use in resource discovery.

The Dublin Core standard (formally known as the Dublin Core Metadata Element Set) has defined 15 core elements: Title, Creator, Subject, Description, Contributor, Date, Type, Format, Identifier, Source, Language, Relation, Coverage and Rights [2].

The core element set is clearly very basic. A mechanism for extending Dublin Core elements has been developed. This allows what is known as Qualified Dublin Core elements to refine the core elements. For example DC.Date.Created refines the DC.Date element by allowing the date of creation of the resource to be described. DC.Date.Modified can be used to describe the date on which the resource was changed. Without the qualifiers, it would not be possible to tell which date related to which event. Work is in progress in defining a common set of qualifiers.

Using Metadata

The Dublin Core standard defines a set of core elements. The standard does not specify how these elements should be deployed on the Web. Initially consideration was given to using Dublin Core by embedding it within HTML pages using the <meta> element e.g. <meta name=″DC.Creator″ content=″John Smith″>. However this approach has limitations: initially HTML was not rich enough to all metadata schemes to be including (which could specify that a list of keywords are taken from the Library Of Congress list); it is not possible to define relationships for metadata elements (which may be needed if, for example, there are multiple creators of a resource) and processing the metadata requires the entire HTML document to be downloaded.

In order to address these concerns a number of alternative approaches for using metadata have been developed. RDF (Resource Description Framework) [3], for example, has been developed by W3C as a framework for describing a wide range of metadata applications. In addition OAI (Open Archives Initiative) [4] is an initiative to develop and promote interoperability standards that aim to facilitate the efficient dissemination of content.

In addition to selecting the appropriate standards use of metadata may also require use of a metadata management system and a metadata repository.

References
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Metadata Deployment

About This Document

This briefing document gives an executive overview of the ways in which metadata can be deployed.
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Introduction

This document describes the issues you will need to address in order to ensure that you make use of appropriate approaches for the deployment of metadata within your project. 

Why Do You Wish To Use Metadata?

The first question you should address is “Why do you wish to use metadata?”. You may have heard that metadata is important. You may have heard that metadata will help solve many problems you have with your project. You may have heard that others are using metadata and you don’t wish to be left behind. Although all of these points have some validity, they are not sufficient in isolation to justify the time and effort needed in order to deploy metadata effectively.

You should first specify the problem you wish to address using metadata. It may be that you wish to allow resources on your Web site to be found more easily from search engines such as Google. It may be that you wish to improve local searching on your Web site. It may be that you wish to interoperate with other projects and services. Or it may be that you wish to improve the maintenance of resources on your Web site. In all of these case metadata may have a role to play; however different approaches may be needed to tackle these different problem and, indeed, approaches other than use of metadata may be more effective (for example, Google makes only limited use of metadata so an alternative approach may be needed).

Identifying The Functionality To Be Provided

Once you have clarified the reasons you wish to make use of metadata you should identify the end user functionality you wish to provide. This is needed in order to define the metadata you will need, how it should be represented and how it should be created, managed and deployed.

Choosing The Metadata Standard

You will need to choose the metadata standard which is relevant for your purpose. In many cases this may be self-evident – for example, your project may be funded to develop resources for use in an OAI environment, in which case you will be using the OAI application.

Metadata Modelling

It may be necessary for you to decide how to model your metadata. For example if you wish to use qualified Dublin Core metadata you will have to chose the qualifiers you wish to use. A QA Focus case study illustrates the decision-making process [1].
Metadata Management

It is important that you give thought to the management of the metadata. If you don’t you are likely to find that your metadata becomes out-of-date. Since metadata is not normally displayed to end users but processed by software you won’t even be able to use visual checking of the metadata. Poor quality metadata is likely to be a major barrier to the deployment of interoperable services.

If, for example, you embed metadata directly into a file, you may find it difficult to maintain the metadata (e.g. the creator changes their name ort contact details). A better approach may be use of a database (sometimes referred to as a metadata repository) which provides management capabilities.

Example Of Use Of This Approach

The Exploit Interactive [2] e-journal was developed by UKOLN with EU funding. Metadata was required in order to provide enhanced searching for the end user. The specific functionality required was the ability to search by issue, article type, author and title and by funding body. In addition metadata was needed in order to assist the project manager producing reports, such as the numbers of different types of articles. This functionality helped to identify the qualified Dublin Core elements required.

The MS SiteServer software used to provide the service provided an indexing and searching capability for processing arbitrary metadata. It was therefore decided to provide Dublin Core metadata stored in <META> tags in HTML pages. In order to allow the metadata to be more easily converted into other formats (e.g. XHTML) the metadata was held externally and converted to HTML by server-side scripts. 

A case study which gives further information (and describes the limitations of the metadata management approach) is available [3].

References
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Introduction

Decisions on the use of metadata in your project should be based on the functionality to be provided by the metadata. The functionality required will influence the metadata standards to be used and the architecture for managing and deploying your metadata. However this is not the end of the matter. You will also need to ensure that you have appropriate quality assurance procedures to ensure that your metadata is fit for its purpose.

What Can Go Wrong?

There are a number of ways in which services based on metadata can go wrong, such as:

Incorrect content: The content of the metadata may be incorrect or out-of-date. There is a danger that metadata content is even more likely to be out-of-date than normal content, as content is normally visible, unlike metadata which is not normally displayed on, say, a Web page. In addition humans can be tolerant of errors, ambiguities, etc. in ways that software tools normally aren’t.

Inconsistent content: The metadata content may be inconsistent due to a lack of cataloguing rules and inconsistent approaches if multiple people are involved in creating metadata.

Non-interoperable content: Even if metadata is consistent within a project, other projects may apply different cataloguing rules. For example the date 01/12/2003 could be interpreted as 1 December or 12 January if projects based in the UK and USA make assumptions about the date format.

Incorrect format: The metadata may be stored in a non-valid format. Again, although Web browsers are normally tolerant of HTML errors, formats such as XML insist on validation against a DTD or schema.

Errors with metadata management tools: Metadata creation and management tools could output metadata in invalid formats.

Errors with the workflow process: Data processed by metadata or other tools could become corrupted through the workflow. As a simple example a MS Windows character such as © could be entered into a database and then output as an invalid character in a XML file.

QA For Metadata Content

You should have procedures to ensure that the metadata content is correct when created and is maintained as appropriate. This could involve ensuring that you have cataloguing rules, ensuring that you have mechanisms for ensuring the cataloguing rules are implemented (possibly in software when the metadata is created). You may also need systematic procedures for periodic checking of the metadata.

QA For Metadata Formats

As metadata which is to be reused by other applications is increasingly being stored in XML it is essential that the format is compliant (otherwise tools will not be able to process the metadata). XML compliance checking can be implemented fairly easily. More difficult will be to ensure that metadata makes use of appropriate XML schemas.

QA For Metadata Tools

You should ensure that the output from metadata creation and management tools is compliant with appropriate standards. You should expect that such tools have a rich set of test suites to validate a wide range of environments. You will need to consider such issues if you develop your own metadata management system.

QA For Metadata Workflow

You should ensure that metadata does not become corrupted as it flows through a workflow system.

A Fictitious Nightmare Scenario

A multimedia e-journal project is set up. Dublin Core metadata is used for articles which are published. Unfortunately there are documented cataloguing rules and, due to a high staff turnover (staff are on short term contracts) there are many inconsistencies in the metadata (John Smith & Smith, J.; University of Bath and Bath University; etc.)

The metadata is managed by a homegrown tool. Unfortunately the author metadata is output in HTML as DC.Author rather than DC.Creator. In addition the tool output the metadata in XHTML 1.0 format which is embedded in HTNML 4.0 documents.

The metadata is created by hand and is not checked. This results in a large number of typos and use of characters which are not permitted in XML without further processing (e.g. £, —, “, ”, and &). 

Rights metadata for images which describes which images can be published freely and which is restricted to local use becomes separated from the images during the workflow process.

Choosing A Metadata Standard For Resource Discovery
About This Document

This briefing document describes the processes which can be used when selecting the standards for use with metadata.
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Introduction

Resource discovery metadata is an essential part of any digital resource. If resources are to be retrieved and understood in the distributed environment of the World Wide Web, they must be described in a consistent, structured manner suitable for processing by computer software. There are now many formal standards. They range from simple to rich formats, from the loosely structured to the highly structured, and from proprietary, emerging standards, to international standards. 
How To Choose A Standard

There is no set decision-making procedure to follow but here are some factors that should normally be considered: 

Purpose of metadata: A well-articulated definition of purposes at the outset can act as a benchmark against which to compare standards. Metadata may be for:

1. Retrieval:  ‘Can I find the resource?

2. Identification:  Can I distinguish the resource from other similar resources (e.g. similar titles, or other editions or versions)?

3. Access:  Can I use the resource (e.g. are there legal restrictions on access and usage and is it in a format I can handle)? 

Attributes of resource: It is important that you also identify your resource type (e.g. text, image), its domain of origin (e.g. library, archive or museum), subject (e.g. visual arts, history) and the specific features that are essential to an understanding of it. Datasets, digital texts, images and multimedia objects, for instance, clearly have very different attributes. Does your resource have pagination or is it three-dimensional? Was it born digital or does it have a hard-copy source? Which attributes will the user need to know to understand the resource?

Design of standard: Metadata standards have generally been developed in response to the needs of specific resource types, domains or subjects. Therefore, once you know the type, domain and broad subject of your resource, you should be able to draw up a shortlist of likely standards. Here are some of the better-known ones:

1. Anglo-American Cataloguing Rules (AACR2), Library resources. <http://www.aacr2.org/index.html>

2. Data Documentation Initiative (DDI), Social sciences, datasets,
<http://www.icpsr.umich.edu/DDI/index.html>

3. Dublin Core (DC), All domains, resource types, and subjects. 
<http://dublincore.org/>

4. Encoded Archival Description (EAD), Archives. 
<http://www.tei-c.org/>

5. ISAD(G), Guidelines for the preparation of archival descriptions
<http://www.hmc.gov.uk/icacds/eng/ISAD(G).pdf >

6. MARC 21, Libraries, bibliographic records. 
<http://www.loc.gov/marc/>

7. RSLP Collection-level description, Collections of all subjects, domains and types, 
<http://www.ukoln.ac.uk/metadata/cld/>

8. SPECTRUM, Museum objects. 
<http://www.mda.org.uk/spectrum.htm>

9. Text Encoding Initiative (TEI), Digital texts. 
<http://www.tei-c.org/>

10. VRA Core 3.0, Visual art images. 
<http://www.vraweb.org/vracore3.htm>

The key attributes of your resource can be matched against each standard in turn to find the best fit. Is there a dedicated element for each attribute? Are the categories of information relevant and at a suitable level of detail?

Granularity:  At this point it is worth considering whether your metadata should (as is usual) be created at the level of the text, image or other such item or at collection level. Collection-level description may be provided where item-level metadata is not feasible or as an additional layer providing an overview of the resource. This could be valuable for large-scale digitisation projects or portals where item-level searching may retrieve an unmanageable number of ‘hits’. Digital reproductions may be grouped like their real world sources – e.g. by subject or provenance - or be assigned to multiple ‘virtual collections’. The RSLP Collection Level Description is emerging as the leading format in this area.

Interoperability: It is important, wherever possible, to choose one of the leading standards (such as those listed above) from within your subject community or domain. This should help to make your resource accessible beyond the confines of your own project. Metadata that is in a recognisable common format may be harvested by subject or domain-wide portals and cross-searched with resources from many other institutions. In-house standards may be tailored to your precise needs but are unlikely to be compatible with other standards and should be used only where nothing suitable already exists. If your over-riding need is for interoperability across all domains or subjects, Dublin Core may be the most suitable standard but it may lack the richness required for other purposes. Care should be taken to ensure that in-house standards at least map to Dublin Core or one of the DC Application profiles.

Support: Using a standard that is well supported by a leading institution can also bring cost benefits. Implementation guidance, user guidance, examples, XML/RDF schemas, crosswalks, multi-lingual capacity, and software tools may pre-exist, thus easing the process of development, customisation and update.

Growth: Consider too whether the standard is capable of further development? Are there regular working groups and workshops devoted to the task?

Extensibility: Also, does the standard permit the inclusion of data elements drawn from other schemas and the description of new object types?’ It may be necessary to ‘mix and match’ elements from more than one standard.

Reputation: Funding bodies will be familiar with established, international standards – something, perhaps, to remember when applying for digitisation grants.

Ease of use: Be aware that the required level of expertise can vary greatly between standards. AACR2 and MARC 21, for instance, may produce rich bibliographic description but require the learning of rules. The simpler Dublin Core may allow creators to produce their own metadata records with no extensive training.

Existing experience: Have staff at your organisation used the metadata standard before? If so, the implementation time may be reduced.

Summary

There is no single standard that is best for all circumstances. Each is designed to meet a need and has its own strengths and weaknesses. Start by considering the circumstances of the individual digital project and identify the need(s) or purpose(s) that the metadata will need to satisfy. Once that is done, one can evaluate rival metadata schemas and find the best match. A trade-off will normally have to be made between the priorities listed above.

Further Information

· Digital Libraries: Metadata Resources. Sophie Felfoldi, International Federation of Library Associations and Institutions,
<http://www.ifla.org/II/metadata.htm>

· Application Profiles: Mixing And Matching Metadata Schemas. Rachel Heery and Manjula Patel, Ariadne, No. 25, 24 September 2000, <http://www.ariadne.ac.uk/issue25/app-profiles/>
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Introduction

Digital collections are only likely to make an impact on the Web if they are presented in such a way that users can retrieve their component parts quickly and easily. This is true even if they have been well selected, digitised to a suitable standard and have appropriate metadata formats. Subject-based access to the collection through searching and/or browsing a tree-like structure can greatly enhance the value of your resource.

Subject Access – Some Options

Subject-based access can be provided in several ways:

Keywords: A simple but crude method is to anticipate the terms that an unguided searcher might intuitively choose and insert them into a keyword field within relevant records .For instance, the text of Ten days that shook the world [1], a classic narrative of the events of 1917, is more likely to be retrieved if the keywords Russian Revolution are added by the cataloguer (based on his/her analysis of the resource and subject knowledge) and if the keyword field is included in the search. In the absence of an agreed vocabulary, however, variant spellings (labor versus labour), and synonyms or near synonyms (Marxist versus Communist) that distort retrieval are likely to proliferate. 

Thesauri and subject schemes: Controlled vocabularies, known as thesauri, can prevent inconsistent description and their use is recommended. They define preferred terms and their spelling. If the thesaurus structure is shown on the search interface, users may be guided through broader-term, narrower-term and associated-term relationships to choose the most appropriate keyword with which to search. Take care to choose a vocabulary appropriate to the scope of your resource. A broad and general collection might require a correspondingly universal vocabulary, such as the Library of Congress Subject Headings (LCSH) [2]. A subject-specific vocabulary, such as the Getty Art and Architecture Thesaurus (AAT) [3], may provide a more limited but detailed range of terms appropriate for a tightly focused collection. 
Classification schemes: Keywords and thesauri are primarily aids to searching but browsing can often be a more rewarding approach - particularly for users new to a given subject area. Thesauri are not always structured ideally for browsing – as when related or narrower terms are listed alphabetically rather by topical proximity. Truly effective browsing requires the use of a subject classification scheme. A classification scheme arranges resources into a hierarchy on the basis of their subject but differs from a thesaurus in using a sophisticated alphanumeric notation to ensure that related subjects will be displayed in close, browsable, proximity. A well-designed classification scheme should present a navigable continuum of topics from one broad subject area to another and in this way guide the user related items that might otherwise be missed, as in this example from the Dewey Decimal Classification (DDC) [4]. 

	700
	Arts, fine and decorative

	740
	Drawing and decorative arts

	745
	Decorative arts

	745.6
	Calligraphy, heraldic design, illumination

	745.66
	Heraldic design



Table 1: Example Of Dewey Decimal Classification

The notation does not necessarily have to be displayed on screen, however. The subject terms, rather than their respective numbers, may mean more to the user. Another tip is to assign multiple classification numbers to any item that crosses subjects. Digital items can have several ‘virtual’ locations, unlike a book, which is tied to a single position on a shelf. 

Keywords, thesauri and classification can be used in combination or individually.

Choosing A Classification Scheme

The most important consideration when choosing a classification scheme is to select the one that best fits the subject, scope and intended audience of your resource.

Universal classification schemes: These are particularly appropriate where collections and their audiences span continents, subjects and languages. Dewey Decimal Classification (DDC) [5], for instance, is the most widely recognised scheme worldwide, whilst UDC (Universal Decimal Classification) [6] is predominant in Europe and Asia. Well-established schemes of this sort are most likely to have user-friendly online implementation tools. 

National or subject-specific schemes: More specific collections are usually best served by schemes tailored to a single country (e.g. BC Nederlandse Basisclassificatie) [7], language, or subject (e.g. NLM National Library of Medicine) [8]. If nothing suitable exists, a scheme can be created in-house.

Homegrown schemes: Project-specific schemes can be flexible, easy to change and suited wholly to one’s own needs so that there are no empty categories or illogical subject groupings to hinder browsing. However, the development process is costly, time-consuming and requires expert subject-knowledge. Users are sure to be unfamiliar with your categories and, perhaps worst of all, such schemes are unlikely to be interoperable with the broader information world and will hinder wider cross searching. They should be regarded very much as a last resort.

Adapting an existing scheme: A better approach is normally to adapt an existing scheme – by rearranging empty classes, raising or lowering branches of the hierarchy, renaming captions, or extending the scheme. Be aware, though, that recurring notation may be found within a scheme at its various hierarchical levels or the scheme might officially be modified over time, both of which can lead to conflict between the official and customised versions. Take care to document your changes to ensure consistency through the lifetime of the project. Some well-known Internet search-services (e.g. Yahoo!) [9] have developed their own classifications but there is no guarantee that they will remain stable or even survive into the medium term. 

Double classification: It may be worthwhile classifying your resource using a universal scheme for cross-searching and interoperability in the wider information environment and at the same time using a more focused scheme for use within the context of your own Web site. Cost is likely to be an issue that underpins all of these decisions. For instance, the scheme you wish to use may be freely available for use on the Internet or alternatively you may need to pay for a licence. 
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· DESIRE Information Gateways Handbook, Cross, P. et al,
<http://www.desire.org/handbook/2-5.html>

· Controlled Vocabularies, Thesauri And Classification Systems Available In The WWW. DC Subject (1996 and ongoing), Koch, T., <http://www.ub2.lu.se/metadata/subject-help.html> 
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This document describes an international specification for computer based questions and tests, suitable for those wishing to use computer based assessments in courses.

What Is IMS Question And Test Interoperability?

Computers are increasingly being used to help assess learning, knowledge and understanding. IMS Question and Test Interoperability (QTI) is an international specification for a standard way of sharing such test and assessment data. It is one of a number of such specifications being produced by the IMS Global Learning Consortium to support the sharing of computer based educational material such as assessments, learning objects and learner information.

This new specification is now being implemented within a number of assessment systems and Virtual Learning Environments. Some systems store the data in their own formats but support the export and import of question data in IMS QTI format. Other systems operate directly on IMS QTI format data. Having alternative systems conforming to this standard format means that questions can be shared between institutions that do not use the same testing systems. It also means that banks of questions can be created that will be usable by many departments.

Technical Details

The QTI specification uses XML to record the information about assessments. XML is a powerful and flexible markup language that uses 'tags' rather like HTML. The IMS QTI specification was designed to be pedagogy and subject neutral. It supports five different type of user response (item selection, text input, numeric input, xy-position selection and group selection) that can be combined with several different input techniques (radio button, check box, text entry box, mouse xy position dragging or clicking, slider bar and others). It is able to display formatted text, pictures, sound files, video clips and even interactive applications or applets. How any particular question appears on the screen and what the user has to do to answer it may vary between different systems, but the question itself, the knowledge or understanding required to answer it, the marks awarded and the feedback provided should all remain the same.

The specification is relatively new. Version 1.2 was made public in 2002, and a minor upgrade to version 1.2.1 was made in 2003 that corrected errors and ambiguities. The specification is complex comprising nine separate documents. Various commercial assessment systems (e.g. Questionmark, Granada, MedWeb, Canvas Learning) have implemented some aspect of IMS QTI compatibility for their assessments. A number of academic systems are also being developed to comply with the specification, including the TOIA project which will have editing and course management facilities, the SToMP system which was used with students for the first time in the autumn of 2002, and a Scottish Enterprise system called Oghma which is currently being developed.

Discipline Specific Features

A disadvantage of such a standard system is that particular features required by some disciplines are likely to be missing. For example, engineering and the sciences need to be able to deal with algebraic expressions, the handling of both accuracy and precision of numbers, the use of alternative number bases, the provision of randomised values, and graphical input. Language tests need better textual support such as the presetting of text entry boxes with specific text and more sophisticated text based conditions. Some of these features are being addressed by groups such as the CETIS assessment SIG.

What This Means To Academics

If you are starting or planning to use computer based tests, then you need to be aware of the advantages of using a standard-compliant system. It is a good idea to choose a system that will allow you to move your assessments to other systems at a later time with the minimum of effort or to be able to import assessments authored elsewhere.

A consideration to bear in mind, however, is that at this early stage in the life of the specification there will be a range of legacy differences between various implementations. It will also remain possible with some 'compliant' systems to create non-standard question formats if implementation specific extensions are used. The degree of conformity of any one system is a parameter that is difficult to assess at any time. Tools to assist with this are now beginning to be discussed, but it will be some time before objective measures of conformance will be available. In view of this it is a good idea to keep in touch with those interested in the development of the specification, and the best way within UK HE is probably via the CETIS Assessment SIG Web site.

It is important that the specification should have subject specific input from academics. The needs of different disciplines are not always well known and the lack of specific features can make adoption difficult. Look at the examples on the CETIS Web site and give feedback on areas where your needs are not being met.

Further Information

· QTI Specification,
<http://www.imsglobal.org/>

· Questionmark,
<http://www.questionmark.com/>

· Testwise (Granada Learning),
<http://trp.demo.granada-learning.com/preview.html>

· Canvas Learning Author and Player,
<http://www.canvaslearning.com/>

· TOIA,
<http://www.toia.ac.uk>

· SToMP,
<http://www.stomp.ac.uk/>

· CETIS Assessment Special Interest Group,
<http://www.cetis.ac.uk/assessment>

· CETIS,
<http://www.cetis.ac.uk/>

· SCAAN (Scottish Computer Assisted Assessment Network),
<http://www.scaan.ac.uk/ims.html>

· Scottish Centre for Research into On-Line Learning and Assessment,
<http://www.scrolla.ac.uk/>

· QTI Ready (XDL Soft),
<http://www.xdlsoft.com/products.html>

· Assesst Designer,
<http://www.xdlsoft.com/ad/ad.html>

· Jcourse (Carnegie Mellon University),
<http://www.phil.cmu.edu/projects/jcourse-author/>

· Learn eXact (Giunti Labs),
<http://www.learnexact.com/>

· Act Elearning ,
<http://www.actelearning.com/>

· Respondus,
<http://www.respondus.com/>

· Intrallect,
<http://www.intrallect.com/>

· WebMCQ,
<http://www.webmcq.com/>

· Miranda,
<http://cvu.strath.ac.uk/new_information/miranda.html>

· MAP: Monitoring Assessment and Provision,
<http://alto.aber.ac.uk/caa/>

· Riva e.test,
<http://www.riva.com/etest/etest.asp>
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Background

As the number of available digital resources increases so does the need for quick and accurate resource discovery. In order to allow users to search more effectively many resource discovery services now operate across the resources of multiple distributed content providers. There are two possible ways to do this. Either by distributed searching across many metadata databases or by searching harvested metadata.

Metadata harvesting is the aggregation of metadata records from multiple providers into a single database. Building applications or services that use these aggregated records provides additional views of those resources, assisting in access across sectors and greater exposure of those resources to the wider community.

Open Archives Initiative Protocol for Metadata Harvesting

When metadata harvesting is carried out within the JISC Information Environment the Open Archives Initiative Protocol for Metadata Harvesting (OAI PMH) [1] version 2.0 is recommended. The Open Archives Initiative [2] had it roots in the e-prints community who were trying to improve access to scholarly resources. The OAI PMH was developed initially by an international technical committee in 1999. It is a light-weight low cost protocol that is built on HTTP and XML. The protocol defines six requests, known as verbs:

1. GetRecord Identify 

2. ListIdentifiers 

3. ListMetadataFormats 

4. ListRecords 

5. ListSets 

In order for metadata to be shared effectively two things need to happen:

1. Content/data providers need to make metadata records available in a commonly understood form. 

2. Service providers need to obtain these metadata records from the content providers and hold them in a repository. 

OAI PMH provides a means of doing the above.

Record Format

At the lowest level a data provider must support the simple Dublin Core [3] record format ('oai_dc'). This format is defined by the OAI-PMH DC XML schema [4]. Data providers may also provide metadata records in other formats. Within the JISC Information Environment if the repository is of value to the learning and teaching community projects should also consider exposing metadata records that conform to the UK Common Metadata Framework [5] in line with the IMS Digital Repositories Specification using the IEEE LOM XML schemas [6] .

OAI-PMH also provides a number of facilities to supply metadata about metadata records for example rights and/or provenance information can be provided in the <about> element of the GetRecord response. Also collection-level descriptions can be provided in the <description> element of the Identify response.

Example OAI DC metadata record

The following example is taken from therary of Congress Repository 1. 

<oai_dc:dc>

<dc:title>Empire State Building. [View from], to Central Park</dc:title>

<dc:creator>Gottscho, Samuel H. 1875-1971, photographer.</dc:creator>

<dc:date>1932 Jan. 19</dc:date>

<dc:type>image</dc:type>

<dc:type>two-dimensional nonprojectible graphic</dc:type>

<dc:type>Cityscape photographs.</dc:type>

<dc:type>Acetate negatives.</dc:type>

<dc:identifier>http://hdl.loc.gov/loc.pnp/gsc.5a18067</dc:identifier>

<dc:coverage>United States--New York (State)--New York.</dc:coverage>

<dc:rights>No known restrictions on publication.</dc:rights>

</oai_dc:dc>

Conformance Testing for Basic Functionality

The OAI gives information on tests an OAI repository must successfully complete in order to be entered in the registry. For example:

· For every protocol request, the repository return a response that is valid XML (the XML successfully passes through an XML parser) and conforms to the XML schema defined for the response (passes the XSV XML schema validator). 

· For the ListMetadataFormats request, the repository must return at least one metadata format and in the list of metadata formats, return the mandatory oai_dc metadata format with the URL of the OAI-defined XML schema. 

More information on the tests necessary is available from the OAI Web site [7]. Projects could use the tests listed to create a checklist to measure their repository's conformance.

Further Information

· OAI FAQ, <http://www.ukoln.ac.uk/distributed-systems/jisc-ie/arch/faq/oai/>
· OAI Software Tools, <http://www.openarchives.org/tools/> 
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Background

Since the TEI header is still a relatively recent development, there has been a lack of clear guidelines as to its implementation; with the result that metadata has tended to be poor and sometimes erroneous. The implementation of a standard approach to metadata will improve the quality of data and increase the likelihood of locating relevant information.

Structure of a TEI header

The TEI header has a well-defined structure that may provide information analogous to that of a title page for printed text. The <teiHeader> element contains four major components:

1. FileDesc: The mandatory <fileDesc> element contains a full bibliographic description of an electronic file.

2. EncodingDesc: The <encodingDesc> element details the relationship between the electronic text and the source (or sources) from which it was derived. Its use is highly recommended.
3. ProfileDesc: The <profileDesc> element provides a detailed description of any non-bibliographic aspects of a text. Specifically the languages and sublanguages used, the situation in which it was produced, or the participants and their setting.

4. RevisionDesc: The <revisionDesc> element provides a change log in which each change made to a text may be recorded. The log may be recorded as a sequence of <change> elements each of which contains a corpus or collection of texts, that share many characteristics, or you may use one header for the corpus and individual headers for each component of the corpus.
A corpus or collection of texts, which share many characteristics, may have one header for the corpus and individual headers for each component of the corpus. In this case the type attribute indicates the type of header. For example, <teiHeader type-"corpus"> indicates the header for corpus-level information.

Some of the header elements contain running prose that consists of one or more <p>s. Others are grouped:

· Elements whose names end in S:nu(for statement) usually enclose a group of elements recording some structured information.

· Elements whose names end in Decl (for declaration) enclose information about specific encoding practices.

· Elements whose names end in Desc (for description) contain a prose description.
What Standards Should I Conform To?

The cataloguer should observe the Anglo-american cataloguing rules 2nd ed. (rev), AACR2, and the international standard bibliographic for electronic resources, ISBD (ER) when creating new headers. AACR2 is used in the Source Description of the header, which is primarily concerned with printed material, whereas ISBD (ER) is used more heavily in the rest of the File Description in which the electronic file is being described.

Further Information

1. Documenting resources at the Oxford Text Archive. 2002. Colley, G and Anton S. Webb. 2nd Rev. ed.

2. TEI – The Electronic Title Page, 
<http://www.tei-c.org/Lite/U5-header.html>
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Case Studies On Metadata

Background

This section addresses the area of metadata.  The case studies seek to describe best practices in this area.

Case Studies

The following case studies which address the area of metadata have been produced:

· Managing And Using Metadata In An E-Journal, (case-study-01)

· Gathering the Jewels: Creating a Dublin Core Metadata Strategy, (case-study-13) 
· The Development of Metadata for the Census Resource Discovery System, (case-study-18)

· Approaches To 'Spring Cleaning' At SOSIG, (case-study-25)

Note
The Approaches To 'Spring Cleaning' At SOSIG case study is also included in the QA For Service Deployment handbook.
Managing And Using Metadata In An E-Journal
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Background

The Exploit Interactive e-journal [1] was funded by the EU's Telematics For Libraries programme to disseminate information about projects funded by the programme. The e-journal was produced by UKOLN, University of Bath.

Exploit Interactive made use of Dublin Core metadata in order to provide enhanced local search facilities. This case study describes the approaches taken to the management and use of the metadata, difficulties experienced and lessons which have been learnt.

The Need For Metadata

Metadata needed to be provided in order to provide richer searching than would be possible using standard free-text indexing. In particular it was desirable to allow users to search on a number of fields including Author, Title and Description

In addition it was felt desirable to allow users to restrict searches by issues by article type (e.g. feature article, regular article, news, etc.) and by funding body (e.g. EU, national, etc.) These facilities would be useful not only for end users but also by the editorial team in order to collate statistics needed for reports to the funders.

The Approach Taken

The metadata was stored in a article_defaults.ssi file which was held in the directory containing an article. The metadata was held as a VBscript assignment. For example, the metadata for the The XHTML Interview article [2] was stored as:

doc_title = "The XHTML Interview"

author="Kelly, B."

title="WebWatching National Node Sites"

description = "In this issue's Web Technologies column we ask Brian Kelly to tell us more about XHTML."

article_type = "regular"

This file was included into the article and converted into HTML <META> tags using a server-side include file.

Storing the metadata in a neutral format and then converting it into HTML <META> tags using a server-side script meant that the metadata could be converted into other formats (such as XHTML) by making a single alteration to the script.
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The Service Provided

It was possible to index the contents of the <meta> tags using Microsoft's SiteServer software in order to provide enhanced search facilities, as illustrated.

As illustrated in Figure 1 it is possible to search by issue, article type, project category, etc.

Alternative approaches to providing the search interface can be provided. An interface which uses a Windows-explorer style of interface is shown in Figure 2.
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Figure 2: Alternative Search Interface

Problems Experienced

Initially when we attempted to index the metadata we discovered that it was not possible to index <meta> tags with values containing a full stop, such as <meta name="DC.Title" content="The XHTML Interview">.

However we found a procedure which allowed the <meta> tags to be indexed correctly. We have documented this solution [3] and have also published an article describing this approach [4].

During the two year lifetime of the Exploit Interactive e-journal three editors were responsible for its publication. The different editors are likely to have taken slightly different approaches to the creation of the metadata. Although the format for the author's name was standardised (surname, initial) the approaches to creation of keywords, description, etc. metadata was not formally documented and so, inevitably, different approaches will have been adopted. In addition there was no systematic checking for the existence of all necessary metadata fields and so some may have been left blank.

Things We Would Do Differently

The approaches which were taken provided a rich search service for our readers and enabled the editorial team to easily obtain management statistics. However if we were to start over again there are a number of changes we would consider making.

Although the metadata is stored in a neutral format which allows the format in which it is represented to be changed by updating a single server-side script, the metadata is closely linked with each individual article. The metadata cannot easily be processed independently of the article. It is desirable, for example, to be able to process the metadata for every article in a single operation - in order to, for example, make the metadata available in OAI format for processing by an OAI harvester.

In order to do this it is desirable to store the metadata in a database. This would also have the advantage of allowing the metadata to be managed and allow errors (e.g. variations of author's names, etc.) to be cleaned.

Use of a database as part of the workflow process would enable greater control to be applied for the metadata: for example, it would enable metadata such as keywords, article type, etc. to be chosen from a fixed vocabulary, thus removing the danger of the editor misspelling such entries.
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Background

Gathering the Jewels [1] was established by a consortium of the following bodies: National Library of Wales, Society of Chief Librarians (Wales), National Museums and Galleries of Wales, Federation of Welsh Museums, Archives Council Wales, Royal Commission of Ancient and Historic Monuments Wales, Council of Museums in Wales, Wales Higher Education Libraries Forum and the Welsh County Archivists Group. The goal of the project was to digitise 23,000 items from approximately 190 libraries, museums and archives all over Wales and to present them on the Internet by means of a searchable database.

The Approach Taken

The nature of the project has four important consequences for the way we approach the collection of metadata:

1. We do not hold the materials being digitised, so we are dependent on what information (metadata) the holding institutions can supply.

2. There is no standard way of cataloguing across libraries, museums and archives - and even within professions there are variations, so we have to accept metadata in a variety of different forms.

3. Very few institutions catalogue to the Dublin Core standard.

4. The Web site has to be bilingual.

Problems Experienced

When we first looked at the question of metadata, and came face to face with the reality of the difficulties listed above, the problem seemed massive. To make things worse, the Dublin Core elements apparently needed their own glossary to make them intelligible. These were dark days. However, things very quickly improved.

In the first place, we talked to professionals from the National Library of Wales's metadata unit, who reassured us that the Dublin Core elements could be translated into English. But more importantly than that, they showed us that the elements could be made to work for us: that there is a degree of flexibility about what many of the elements can be taken to mean; that the most important thing is to be consistent, however you interpret a particular element.

For example, there is a Dublin Core element called "Publisher". The National Library would interpret this as the organisation publishing the digital material on the Internet - i.e., us; we, on the other hand, would prefer to use it for the institution providing us with the material. Both interpretations are apparently valid, so long as they are used consistently. We also interpret the "Title" element in a way that will let us use it as a caption to the image when it is displayed on the Internet.

We also made a couple of key decisions. We were not here to catalogue 23,000 items to the Dublin Core standard. Also, the output of the whole project was to be a Web site linked to a searchable database – so the bare minimum metadata we had to collect was defined by the requirements of the Web site and search mechanisms for the database. In other words, an image appearing on a user's computer screen had to have a certain amount of information associated with it (a caption, a date, a credit to the institution that gave it to us, as well as subject and place-name keywords, etc.); any other metadata we could collect would be nice (the 'extent' or size, the 'medium', etc.) but not essential.

This was also our "Get Out Of Jail Free" card with regard to the bilingual aspects of the Web site. Anything which the user will see or search on has to be in English and Welsh. Other Dublin Core elements are recorded in English only (this decision was taken on the advice of the National Library of Wales and is based entirely on the limitations of existing computer systems and the amount of time that fully bilingual metadata would take to translate and enter; it has nothing to do with political preferences for one language or the other.)

As a result we have divided our metadata into four categories. Core elements are those that are mandatory, and which will be viewed or searched by the user, together with copyright information; Important elements are those which we may not get from an institution but which we will supply ourselves, such as a detailed interpretative description of the image. Technical elements are those which record how the material was digitally captured; we do not regard these as a high priority but as they are easy to enter in batches we always make sure we complete them. And finally Useful elements are the other Dublin Core elements that we will collect if the institution can supply them easily, but which we will otherwise leave blank until such time as cataloguing to the Dublin Core standard becomes the norm.

Metadata Schema

Core Elements

	Title English 
	A caption for the item, no more than one line

	Title Welsh
	As above, in Welsh

	Identifier
	Unique ID of item, e.g., accession or catalogue number 

	Location
	Place name most significantly associated with the image

	Period
	Period of subject depicted

	Copyright
	Brief details of copyright ownership and clearance


Important Elements

	Creator
	Institution/individual that produced the original

	Date 
	Date of production, e.g., when a painting was painted 

	Description 
	Max. 200 word description of the resource & its content 

	Description Welsh 
	As above, in Welsh


Technical Elements

	Capture device 
	e.g. the scanner or camera used to capture the image 

	Capture history 
	e.g. the software employed 

	Manipulation history
	File format master created in, quality control checks, etc. 

	Resolution of master
	number of pixels (e.g., 3,400 x 2,200)

	Compression
	compressed or uncompressed 

	Bit depth of master
	e.g. 24 bit

	Colour profiles
	e.g. Apple RGB embedded

	Greyscale patch 
	e.g. Kodak Q13 greyscale 


Useful Elements

	Type 
	Type of resource, e.g., “image”, “text” 

	Extent 
	Size, quantity, duration e.g.: “1 vol., 200 pages” 

	Medium 
	Example, “photograph” 

	Language 
	Example, “EN”, “CY”,”FR”

	Relationship 
	Example, “is part of collection ….” 

	Location alt. 
	Bilingual place name variants 

	Publisher 
	usually repository name 

	GIS Reference 
	Eastings, Northings of place most significantly associated with the image 

	OS NGR 
	OS National Grid Reference of place most significantly associated with the image 

	Credit Line 
	Where additional credit line is required for a record. Defaults to repository name
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Background

The UK Data Archive at the University of Essex is one of the partners within the JISC-funded Collection of Historical and Contemporary Census Data and Related Materials (CHCC) project [1]. The project, led by MIMAS at the University of Manchester, runs from October 2000 to September 2003.

The central aim of the project is to increase use of the CHCC in learning and teaching. It is doing this by: improving accessibility to the primary data resources; developing an integrated set of learning and teaching materials; improving awareness about the contexts in which census data can be used in learning and teaching; integrating contextual materials; providing access to web-based data exploration/visualisation tools; and developing resource discovery tools.

The UK Data Archive's role has been to develop this last output, a Census Resource Discovery System (initially and temporarily entitled a 'Census Portal'), which will allow both the primary census data and the CHCC-created related learning and teaching materials to be searched and browsed.

As a final, additional, introductory comment, it should be noted that although, due to staff changes, Lucy Bell has taken over the project management of the Census Resource Discovery System (CRDS) at the end of its development, the majority of the work described below was carried out between 2001 and 2003 by colleagues within the UK Data Archive and the History Data Service: Cressida Chappell, Steve Warin and Amanda Closier.

The Metadata Issues

Schema

As the Census Resource Discovery System (CRDS) was intended to index two very different sorts of resource - primary data and teaching and learning materials - much initial work prior to the start of the project was put into identifying which metadata scheme should be used. It is not possible to index all the materials to a fine enough degree using a single scheme, therefore, the DDI (Data Documentation Initiative) Codebook [2] was used for the data and the IMS Learning Resource Metadata Specification [3] for the learning and teaching materials.

Both schema were taken, analysed and had CHCC Application Profiles crested. An initial problem encountered in the first six months of the project was that the extensions to the DDI had not been finalised by the time they were required for the development work on the CRDS. This delayed the development of the Metadata Entry System (MES); however, the work to set up the MES for the learning and teaching materials went ahead as planned.

The MES is a 'behind-the-scenes' tool, written in Visual FoxPro 7, created so that the metadata which form the CRDS records can be entered remotely into the database. Other CHCC project staff have been sent copies of the MES on CD, which they have installed locally on their PCs and used to enter the metadata. The completed records are automatically sent to the database, where they become live the following day and are then part of the database viewed via the CRDS web site which users can search and browse. 
Working with two schema has meant having to design a MES which is suitable for either sort of resource. It has also meant the need to identify and map the related fields within each profile to each other, for the purposes of search, browse and display. Even if the MES can be set up so that the appropriate scheme is used, should the metadata creator select 'data' or 'learning and teaching resource' at the start, the users still need to be able to search across all the resources, no matter which scheme has been used to catalogue them.

This work was undertaken during the end of 2001 and much of 2002. Near the end of the first phase of the project, when these essential preparatory tasks should have been completed, the second of the MES-related obstacles was hit: it was discovered that the IMS specification was likely to be superseded by an eLearning standard, the IEEE Learning Object Metadata (IEEE LOM) [4]. The team working on the CRDS had to move fast to ensure that the system was kept as up-to-date as possible in light of these changes.

Keywords

Another key task was the identification of the most appropriate thesaurus to use as the controlled vocabulary for the system. It was essential to find an appropriately specific list of keywords for indexing all the metadata records within the database. The list would be employed by several project staff, in diverse locations, all entering their own metadata and so the list needed to be of a manageable size but also to contain all terms which might be required.

Three thesauri were on offer as likely candidates: the Humanities and Social Science Electronic Thesaurus (HASSET) [5], the European Language Social Science Thesaurus (ELSST) [6] and the Social Research Methodology thesaurus (SRM) [7]. The third issue, which caused a delay in relation to metadata, was the need for the project team to reach a consensus on which thesaurus to use.

The Approaches Taken

Schema

Despite the fact that some staff members had already left (as the project was reaching a conclusion of its first phase), it was decided to upgrade from IMS to IEEE LOM. The JISC agreed to fund a short-term extension of four months, during which time, as well as incorporating OAI harvesting and setting the system up as a Z39.50 target, the changes between the two schema were to be analysed and technical alterations to both the MES and to the web site's search and browse functionality made. This work is now halfway through. The profile used has been the UK Common Metadata Framework (UKCMF) [8]. The current major task is to update the guidelines used by those people entering metadata to ensure that they correspond with exactly what is seen on the screen.

The biggest headache during the upgrade has been the application of the appropriate XML bindings. At first, it was thought that the system may have to use the IMS bindings as an IEEE LOM set was not yet available. The IMS XML was considered to be similar to that of the IEEE LOM. Following the release of the draft IEEE LOM bindings, however, it was decided that it would be more appropriate to use these. The work to complete the CRDS needs to be done sooner than these will be finalised; nonetheless, it still seems more sensible to apply what will be the eventual schema rather than one which may become obsolete. The XML is being applied using Java Architecture for XML Binding (JAXB) [9]. This is not proving to be as straightforward as was hoped with the IEEE LOM XML, due to issues with the custom bindings file; in contrast, the DDI XML bindings have been relatively simple.

Keywords

It soon became clear that a single thesaurus would not do the job. Although many included some census-specific terms, none were comprehensive enough. It is expected that some of the CRDS's users will have or will have been given by their tutors sophisticated and precise keywords to use, which are specific to certain census concepts. Additionally, because many of the CHCC-created learning and teaching objects constitute overviews of the subject and introductions to research methodologies, it was vital also to include appropriate methodological keywords to describe these.

In the end, terms from all three of the chosen thesauri were selected (HASSET, ELSST and SRM) and shared with the rest of the CHCC partners. This initial list numbered about 150 terms; however, some essential terms, such as FAMILY STRUCTURE, SOCIO-ECONOMIC GROUP or STANDARD OCCUPATION CLASSIFICATION, were still missing. The CHCC partners suggested additional terms and, after much debate, a final amalgamated list, gleaned from all four of these sources, the three thesauri and the CHCC partners, was settled. The final list contains 260 terms.

Lessons Learnt

The biggest lesson to have been learnt through the development of the CHCC CRDS is the need to build as much slippage time as possible into a timetable. This sounds obvious but is worth repeating. Unfortunately, having said that, several of the obstacles encountered during the last 19 months of this project could not possibly have been predicted.

It was expected that the DDI would have been finalised in early 2002, but this did not happen until late Spring; it was expected that the IMS metadata specification would be the final one to be used (and, in fact, this was the specification advocated by the JISC); it was hoped to resolve the thesaurus question more quickly than proved possible. Most project plans will include slippage time for instances such as the third in this list, but few will be able to include provision for changing or delayed standards.

The second lesson learnt and probably the most important one is the need to be flexible when working with metadata standards and to communicate with those in the know as much as possible.

The CHCC CRDS project has been fortunate in receiving additional funding to incorporate the new changes in elearning metadata standards; without this, a product could have been launched which would have already been out-of-date even before it started.
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Background

The JISC and ESRC-funded SOSIG service [1] is one of the longest running RDN subject gateways. SOSIG provides access to high quality, peer-reviewed records on Internet resources in the area of Social Science, Business and Law.

Many projects will be providing metadata which describes projects' deliverables, which may include resource discovery or educational metadata.

In order for projects to gain an understanding of the importance which JISC services place on the quality of metadata, this case study has been written which describes the approach to 'spring-cleaning' which SOSIG has carried out as one of its quality assurance procedures in order to ensure that its records continued to provide high quality information.

The Collection

The core of the SOSIG service, the Internet Catalogue, holds over 26,000 structured metadata records describing Internet resources relevant to social science teaching, learning and research. Established in 1994, SOSIG is one of the longest-running subject gateways in Europe. The subject section editors have been seeking out, evaluating and describing social science Internet resources, developing the collection so that it now covers 17 top-level subject headings with over 1,000 sub-sections. Given the dynamic nature of the Internet, and the Web in particular, collection development is a major task. Collection management (i.e. weeding out broken links, checking and updating records) at this scale can also be something of a challenge.

The SOSIG core team, based at ILRT in Bristol, devotes considerable resource to removing or revising records with broken links (human checks based on reports from an automated weekly link-checking programme). Subject section editors, based in universities and research organisations around the UK, also consider durability and reliability of resources as part of the extensive quality criteria for inclusion in the Catalogue. They regularly check records and update them: however, the human input required to do this on a systematic and comprehensive scale would be beyond current resources. SOSIG has therefore recently embarked on a major 'spring cleaning' exercise that it is hoped will address this issue and keep the records current. We describe below the method, and outcomes to date.

Why Bother?

There are several reasons why such collection management activity is important. User feedback indicates that currency of the resource descriptions is one of the most appreciated features of the SOSIG service. SOSIG and other RDN hubs are promoted on the basis of the quality of their records: offering out-of-date descriptions and other details is likely to frustrate users and, in the long term, be detrimental to their perceptions and therefore use of the service. Recent changes in data protection legislation also emphasise the obligation to check that authors/owners are aware of and happy with the inclusion of their resources in SOSIG. Checking with resource owners also appears to have incidental public relations benefits and is helping to develop the collection by identifying new resources from information publishers and providers.

The Approach

How did we go about our spring-clean? Each of the metadata records for the 26,000 resources catalogued in SOSIG contains a field for 'administrative email' - the contact email address of the person or organisation responsible for the site. We adapted an existing Perl script (developed in ILRT for another project), which allowed a tailored email to be sent to each of these addresses. The message includes the URL of the SOSIG record(s) associated with the admin email. Recipients are informed that their resources are included in SOSIG and are asked to check the SOSIG record for their resource (via an embedded link in the message) and supply corrections if necessary. They are also invited to propose new resources for addition to the Catalogue.

Phasing The Process

We first considered a mass, simultaneous mailout covering all 26,000 records. The script sends one message per minute to avoid swamping the servers. However we had no idea of the level of response likely to be generated and wanted to avoid swamping ourselves! We therefore decided to phase the process, running the script against batches of 2,000 records on a roughly monthly basis, in numerical order of unique record identifiers, these were grouped notifications so that an administrator would get one email referring to a number of different sites/pages they were responsible for. The process was run for the first time at the end of July 2002 and, on the basis of low-numbered identifiers, included records of resources first catalogued in SOSIG's early days. The SOSIG technical officer oversaw the technical monitoring of the process, whilst other staff handled the personal responses, either dealing with change requests or passing on suggestions for additional resources to Section Editors responsible for specific subject areas on SOSIG.

Some Results

A range of responses

In total we received 950 personal responses (approximately 4%) from email recipients. A further 3,000 or so automated 'bounced' responses were received. Those of us who are regular and long-term users of the Web are well aware of the fairly constant evolution of Web resource content and features. The SOSIG spring clean exercise also highlights the extent of change in personnel associated with Web resources. As mentioned above, of the emails sent relating to the first 4,000 records, over a quarter 'bounced' back. Although a very small proportion of these were automated 'out of office' replies, most were returned because the address was no longer in use.

The majority of the personal responses requested a change in the URL or to the administrative email address recorded for their resource. Many had stopped using personal email addresses and had turned to generic site or service addresses. Others reported that they were no longer responsible for the resource. As the first batches included older records, it will be interesting to see whether the proportion of bounced and changed emails reduces over time, or whether people are really more volatile than the resources.

We have to assume that the remaining email recipients have no cause for complaint or change requests. In fact, we were very pleased at the overwhelmingly positive response the exercise has generated so far. Many simply confirmed that their records were correct and they were pleased to be included. Others noted minor corrections to descriptions, URLs and, as mentioned, admin email addresses. Many also took the time to recommend new resources for addition to the Catalogue. Only one or two concerns were raised about the inclusion of certain data in the recorded, although there were several queries which highlighted changes needed to the email message for the second and subsequent batches.

One of these arose as a result of the de-duplication process, which only operates within each batch of 2,000 records. Where the same admin email address is included in records excluded from that batch, the de-duplication process ignores it. Some recipients therefore asked why we had apparently included only some of their resources, when they are actually on SOSIG, just not in that particular set of records.

Only one major issue was raised, that of deep-linking. It seems that this is a problem for one organisation, and raises questions about the changing nature of the Web - or perhaps some companies' difficulty in engaging with its original principles. Time will tell whether this is an issue for other organisations: to date it has been raised only once.

Handling the responses

Spring-cleaning in domestic settings always involves considerable effort, and the SOSIG spring clean is no exception. SOSIG staff spent about a week, full-time, dealing with the personal responses received after each batch of 2,000 records were processed. The first batch of messages all had the same subject line, so it was impossible to distinguish between responses appearing in the shared mailbox used for replies. In the second 2,000, the subject line includes the domain of the admin email address, which makes handling the responses much easier.

Bounced messages create the most work, because detective skills are then necessary to check resources 'by hand' and search for a replacement admin email address to which the message can then be forwarded. Minor corrections take little time, but the recommendation of new resources leads to initiation of our usual evaluation and cataloguing processes which can be lengthy, depending on the nature and scale of the resource.

We realised that timing of the process could have been better: initiating it in the middle of Summer holiday season is likely to have resulted in more out-of-office replies than might be expected at other times. Emails are now sent as routine to owners of all new additions to the catalogue: this complies with the legal requirements but is also an additional quality check and public relations exercise. Once informed of their inclusion in the gateway, resource owners may also remember to notify us of changes in future as has already been the case!.

Although time-consuming, the spring clean is still a more efficient way of cleaning the data than each Section Editor having to trawl through every single record and its associated resource. Here we are relying on resource owners to notify us of incorrect data as well as new resources: they are the ones who know their resources best, and are best-placed to identify problems and changes.

Implications For Projects

If you are providing metadata which will be passed on to a JISC service for use in a service environment the JISC service may require that the metadata provided is still up-to-date and relevant. Alternatively the service may need to implement validation procedures similar to those described in this document.

In order to minimise the difficulties in deploying metadata created by project into a service environment, projects should ensure that they have appropriate mechanisms for checking their metadata. Ideally projects will provide documentation of their checking processes and audit trails which they can make available to the service which may host the project deliverables.
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5
Metadata Toolkit

Metadata Toolkit

The metadata toolkit provides a checklist which is intended to ensure that projects address key areas when planning the deployment of metadata.

Note that an online version of this toolkit is available at <http://www.ukoln.ac.uk/qa-focus/toolkit/>. The online version provides links to relevant QA Focus resources.

	1. Purpose Of Your Metadata

	Have you a clear idea of the intended purpose of your metadata? 

If so, please give brief details. 


	

	

	2. Functionality To Be Provided By Your Metadata

	Have you defined the functionality to be provided by use of metadata within your project?

If so, please give brief details.


	

	

	3. Metadata Standards

	Have you defined the standards, specifications, schemas, etc. to be used to provide the required functionality? 

If so, please give brief details.

	

	

	4. Metadata Modelling

	Have you carried out the metadata modelling needed to provide the required functionality? 

If so, please give brief details.


	

	

	5. Implementation Architectures

	Have you defined the architecture which will be used to create, manage and deploy your metadata?

If so, please give brief details.


	

	

	6. Metadata Content Rules

	Have you defined the rules governing the content of your metadata? 

If so, please give brief details.


	

	

	7. Checking Procedures

	Have you defined checking procedures to ensure that the metadata content and formats comply with defined rules?

If so, please give brief details.


	

	

	8. Interoperability Issues

	Have you identified possible third parties with whom your metadata may need to be interoperable? Have you engaged in communications with them to address interoperability issues?

If so, please give brief details.


	

	9. Training And Staff Developments Issues

	Have you developed a training strategy for staff involved in creating and maintaining your metadata.

Please give brief details.


	

	10. Resourcing Issues

	Have you the resources needed to implement the above?

Please give brief details.


	


Use Of This Toolkit

It is envisaged that this toolkit will be used to support the planning processes at the early stages of the development of a digital library service.

The issues covered in the toolkit are intended to help in the technical and managerial discussions which projects will be involved in. 

6
Further Information

We hope that the QA For Metadata Handbook provides useful advice to projects and services which are engaged in digital library development work.
In addition to this handbook there are other sources of information funded by the JISC which provide useful advice.

CETIS
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CETIS is a JISC-funded advisory service which provides advice on educational metadata for the further and higher education communities.
Further information on CETIS is available on the Web site which is available at <http://www.cetis.ac.uk/>. 
The CETIS Web site is illustrated.

UKOLN
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UKOLN is funded by the JISC and the MLA (Museums, Libraries and Archives Council) to provide advice and support on digital management issues to the further and higher education and cultural heritage communities.
Further information on UKOLN is available on the Web site which is available at <http://www.ukoln.ac.uk/>. 
The UKOLN Web site is illustrated.
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