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Abstract. Japan Aerospace Exploration Agency (JAXA) planned for EO data interoperability between JAXA EO database and other EO databases.  JAXA had developed the Catalogue Interoperability system, since 1997, based on ADEOS-II and Aqua/AMSR-E data agreements. The advantage of this catalogue interoperability system is for only one portable site to offer search and order functions with browse and metadata service.  To realize the operation environment, many problems, such as upgrading software or replacing systems, occurred.  JAXA realized the system configuration necessary for catalogue interoperability with NASA DAACs in 2003. However the termination of ADEOS-II operation in October, 2003, had the catalogue interoperability lose an important role to exchange data. Besides, the adopted concept and technology, which had been decided one decade before, didn’t follow current user’s requirements and system flexibility. Therefore it was decided to terminate this catalogue interoperability system after evaluations both in user satisfaction and system performance were conducted. This paper presents an overview of the catalogue interoperability system and results of the evaluations to feedback to the next generation interoperability system. Then the paper shows overview of JMP2.0 metadata format converted from current metadata format, to adapt into Japan Geographical Survey Institute Clearinghouse, and the future plan as next generation interoperability system. 
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1. Introduction
JAXA had planned for EO data interoperability by developing the Catalogue Interoperability system between JAXA EO database and other EO databases since 1997, based on ADEOS-II and Aqua/AMSR-E data agreements.  The advantage of this catalogue interoperability (CI) system is for only one portable site to offer search and order functions with browse and metadata service.  

Table 1 shows the history of developing CI system. Many problems, such as upgrading software or replacing systems, occurred in order to realize the operation environment. Through improvement of protocol in CI system, JAXA realized the system configuration necessary for catalogue interoperability with NASA Distributed Active Archive Centers (DAACs) in 2003.

The termination of ADEOS-II operation in October, 2003, had the catalogue interoperability lose an important role to exchange data. Besides, the adopted concept and technology, which had been decided one decade before, didn’t follow current user’s requirements and system flexibility. Therefore it was decided to terminate this catalogue interoperability system after evaluations both in user satisfaction and system performance were conducted
  This paper shows the outline of the CI system in Section 2, procedures of evaluation in Section 3 and results of evaluation in Section 4 as feedback to the next generation CI system. Section 6 refers to metadata and prototype of new CI system as future work.

Table 1 History of developing catalogue interoperability system
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2. Outline of Catalogue Interoperability system 

The interface between the EOIS and NASA Earth Observing System
Data and Information System (EOSDIS) systems supports two-way catalogue interoperability to provide an exchange of data and information.  Specifically, this interface supports the search locations of data between the EOIS and EOSDIS systems. Fig.1 shows a high level diagram of the CI interfaces between the EOIS and EOSDIS systems.  
The functions of the CI data flows supported are Valids - for identifying data products and valids lists for variable, Guide search request/results - for obtaining detailed information about datasets, Inventory search request/results - for locating specific granules within a dataset, Browse requests/results - for enabling the user to retrieve/view representative images, Product requests/results - placement of orders for data sets, Acknowledge - to acknowledge reception of inventory search results segments.
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Fig.1. Catalogue Interoperability Interfaces between the EOIS and EOSDIS systems.
3. Procedures of evaluation

JAXA did the evaluations of CI system performance and user satisfaction. Common procedure of system performance is to measure the performances between systems, but the evaluations depend on the traffic conditions in internet. Therefore, the procedures for the CI evaluation focused on response time to measure system performance and questionnaires to ascertain user satisfaction.
The method of response time is that users perform data searches against DAACs and JAXA Earth Observation Center Server (HEOC) using Information Service System (ISS) and EOS data gateway (EDG) test client, and measure response time for completing all queries. The evaluation of questionnaires is that JAXA provides users with questionnaires including five evaluation items of usefulness, response time.

3.1 Procedure in System performance - response time
Fig.2 shows the system overview of search flow to evaluate system performance. Search response time against DAACs differs depending on numerous issues because of traffic conditions.  Response time also makes difference by searching toward just one center, or multiple centers from ISS/WWW or EDG/WWW. In that sense, recording response times will provide JAXA and NASA productive information necessary for evaluating the CI system.
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Fig.2. System overview of search flow

The measurement of response time has four patterns. First pattern is to perform searches for four targeted databases separately (single search), in Fig.3 (a), from ISS/WWW to DAACs and HEOC. Second pattern is to perform searches for four targeted databases at once (concurrent search), in Fig. 3 (b), from ISS/WWW to DAACs and HEOC. The user records the response times when ISS/WWW completes searching under the same search criteria as the EDG/WWW search. In the case of concurrent search, all the queries should be complete when the time is marked.

Third pattern is to perform searches for four targeted databases separately (single search), from EDG/WWW to DAACs and HEOC. Forth pattern is to perform searches for four targeted databases at once (concurrent search), from EDG/WWW to DAACs and HEOC. The user will start measuring the time from clicking “start search!” till the searching finishes as the result “Listing” screen is brought up.  In the case of concurrent search, all the status for Data centers should be complete and “Listing” screen has to be shown. 


[image: image3]
(a)                                                                         (b)

Fig. 3. (a) Overview of single search  (b) Overview of concurrent search

 The four data sets searched were; Terra/MODIS in National Snow and Ice Data Center (NSIDC), Jet Propulsion Laboratory (JPL) and Goddard Space Flight Center (GSFC), ADEO-II/GLI 250m in HEOC. Searches were conducted three times per day around 10:00, 14:00, 16:00, in Japan Standard Time (1, 5, 7 UT), for three days.

3.2 Procedure in User satisfactions – questionnaires

In order to evaluate user’s satisfaction of the CI, JAXA prepared five questions to the selected users. The five users, who are related to EOIS data services, were selected from the Order desk staff in EOC, Order desk staff in EORC, Information system staff in EOC, Technical Development Department,  Remote Sensing Technology Center of Japan (RESTEC), Application and Service Department, RESTEC.

The five questions for evaluating user satisfaction are as follows:
・Q1：When you perform a search for NASA DAACs data through ISS, how well did the search for NASA DAACs data work for you in terms of usefulness ? 

・Q2：When you perform a search for NASA DAACs data through ISS, how well did the search for NASA DAACs data work for you in terms of  response time? 

・Q3：When you perform a search for NASA DAACs and HEOC data at once (concurrent search), through ISS, how well did the search work for you in terms of usefulness ? 

・Q4：When you perform a search for NASA DAACs and HEOC data at once (concurrent search), through ISS, how well did the search work for you in terms of  response time? 

・ Q5：How useful is the capability to search and order NASA DAACs data using the ISS？(Instead of using the NASA EDG client to search the NASA DAACs data) 

Users respond to each question with a value 1(poor) to 10(very good).

4. Results of Evaluation

This section shows results of system performance in section 4.1 and of user satisfaction in section 4.2.

4.1 Result of System performance - response time
Table 2 and Table 3 show results of response time as system performance. Table 2 shows response time for four targeted databases separately. The response time depends on the data center. The reason of the difference between centers is supposed to be by computer hardware specifications, because JAXA improved the systems both in 2002 and 2003, in Table 1, in HEOC.

Table 3 shows response time for four targeted databases in concurrent search, three times per day for three days. Compared with response time by single search, concurrent search relatively requires much more time. The reason of latencies is that the task of concurrent search isn’t finished until the status for data centers are completed

Table 2 Result of single search
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Table 3 Result of concurrent search
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4.2 Results of User satisfactions – questionnaires
Fig. 4 show results of evaluation scores in user satisfaction. The scores about concurrent search, in Q3 and Q4, are extremely low compared with ones about single search, in Q1 and Q2. The long response time for concurrent search is supposed to decrease user satisfaction. Actually, comments of users, in Table 4, shows complaint of response time, while users were satisfied with benefit of interoperability. The solution of the latency is to improve computer hardware specifications, because response time for concurrent search depends on data center offering the slowest response


[image: image6]
Fig.4. Results of questionnaire sheet scores
Table 4  Comments of users for five questions

	Question 1&2

	Usefulness

	 Since CI system is written in Japanese, simply it’s probably better to use for Japanese users. 

	Because I’m used to using the ISS, it’s easier to do the searches than using other search client-systems. 

	Response

	Response time varies according to granules that the result has, but over 3 minutes is considerably tiring to wait. 

	Slow.

	 Very slow.

	Question 3&4 

	Usefulness

	  It’s better because you don’t need to build the criteria each time you make the searches. But I can’t help noticing it takes too long. 

	It’s hard to identify which dataset I want.

	 Concurrent search is better in terms of less response time than searching toward multiple centers separately. 

	Response

	HEOC responds very fast, but DAACs respond far too slow. 

	 Concurrent search is not that different in response than a single search, but it’s slow anyway. 

	Extremely slow. It’s out of the question. 

	Very slow

	Question 5

	Usefulness & Response

	Since it’s Japanese, simply it’s probably better to use for Japanese users.

	We nowadays have access to both ISS and EDG via internet, and search systems look the same, so it just boils down to a matter of language.

	Both extremely slow. It’s out of the question. 

	 It’s better because you don’t have to make the criteria each time you do the searches. But I can’t help noticing it takes too long.  

	Creating search criteria takes extremely long time using EDG while ISS doesn’t. 


5. Conclusions
The evaluations of CI system were finished both in system performance and user satisfaction. From the results of the evaluation, two issues were concluded. One is that one system searching both JAXA and NASA databases satisfied users from the result of user satisfaction. The objective of CI satisfied user requirement.

   Last one is that long response time, especially by concurrent search, requires JAXA and NASA to improve CI system. Compatibility between JAXA and NASA system requires cost and time to be satisfied with system configuration.

Besides, JAXA achieved two issues of CI development and evaluation. First, JAXA could learn CI system development necessary for operation. This experience is to contribute to the development of next generation CI system. Secondly, JAXA staff could learn how to coordinate with external organizations abroad through CI development and evaluation.

6. Future Work
In future work, JAXA has planned two projects. First, JAXA developed the software to convert the current metadata into Japan Metadata Profile 2.0 (JMP 2.0), in 2005. JMP 2.0 is the profile of metadata standard, the joint study group organized by Japan Geographical Survey Institute (GSI) provided. The profile is in compliance with ISO 19115. metadata standard for describing geographic information and services. Therefore, JAXA metadatas will interchange on the Web with other agencies who adopted the JMP2.0.
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Fig. 5. Overview of prototypes of JAXA next generation interoperable system
Second, JAXA is developing prototypes of interoperable system in Fig. 5, which is concerned with clearinghouse. The objectives of the development are to verify the interoperability of dispersed systems, and to study future service of Earth observation satellite data distribution for public users. This project is cooperated with external organizations; Center for Environmental Remote Sensing（CEReS）in Chiba University. Ministry of Agriculture, Forestry and Fisheries of Japan（AFFRC/MAFF）and Keio University. (SFC). The purposes of the cooperation is Land Information Map Provision for Japanese Local Resident, Agriculture & Forestry related disaster monitoring, Gateway for Dispersed Servers and Social Application Development.
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